*Application of Practical Methods for Data Quality Analysis at Wind Sites*

Hector Lopez  
*Florida Atlantic University*  
*NextEra Energy Resources*Jupiter, FL. United States

Dr.Yufei Tang  
*Florida Atlantic University*Boca Raton, FL. United States

*Abstract*—Wind site data consumption is increasing beyond the traditional needs because of advances in artificial intelligence and machine learning. The data from wind sites can be unruly and hard to clean for data scientists. This paper tries to test out simple Data Quality rules on real world wind sites and provides practical solutions on the challenges and interesting complications that can arise when attempting to characterize the data. The end result is a set of methods that can be applied to traditional wind site data to enhance real-time data operations or machine learning on the operational data stored in the cloud or consumed for streaming into machine learning systems. The author uses references from literature to define what DQ means in the wind site domain and in particular SCADA data for wind turbines.
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# Introduction

Wind power is the most growing renewable source, however the operation and maintenance of the wind turbines account for 25%–35% of the generation [1]. In order to increase the economic competitiveness with respect to fossil fuels and accelerate the transition towards ecologically sustainable systems, there is a need for a more efficient management and this requires better monitoring of wind turbines. The trend of operational technology such as industrial control systems has moved towards more open communication between devices. The machine to machine communication across networks has increased data transfer and data consumption by users and automated operational systems.

Traditionally wind sites have collected real-time data on locally hosted databases. The historical data would be used to trend site performance, build business models, perform audits and more. The data would be stored in aggregate form to reduce the amount of data collected, typically because of the constraints of the computer hosting the database. Often 10-minute records would suffice for any historical data analysis. Today, more data is requested from these systems to support machine learning, elastic computing, and artificial intelligence [2]. The growth of cloud storage, services and IoT technologies has decreased the dependency on hosted databases and older protocols, allowing for more granular data to be captured and processed at higher rates. [3].

The data must be trustworthy in order for any analysis or models to provide benefit. Making the data trustworthy has been investigated in recent literature through the use of data quality rules and anomaly detection. Techniques utilizing game theory [4], multi-variate state estimation, and artificial neural networks have been reviewed. [11] Each technique requires domain knowledge of the data and an understanding of the infrastructure or metrics involved in collecting the data. This leads to data quality rules to be geared towards specific domains [5].

The author attempts to apply simple data quality rules to real world infrastructure streaming data sets from various wind sites. Generic data quality metrics have been chosen as fundamental metrics for end users in the field of wind power. The data quality rules are defined broadly then they are given a practical definition considering real world constraints. Finally, a review of results and unforeseen issues is provided for the reader along with possible suggestions to expand the initial methodology for the data quality rules in order to mitigate some of these issues.

# Overview of Wind Site Architecture

A wind site is comprised of many wind turbines. The power of each wind turbine is controlled as one generator on the power grid at a point of interconnect (POI) with the grid. Operators utilize special software that oversees all of the complicated pieces of a wind site in order to meet the demand at the POI. The nuances of the wind site make it a challenge to generalize what the quality of the data provided by these subsystems. Practical implementations of seemingly simple rules have to be engineered to work in the environment of a wind site. An overview of the components of the infrastructure and communications currently implemented on real wind sites is provided as a primer for the steps taken to apply the data quality rules.

## Wind Site Infrastrucure

The wind site infrastructure can be generalized as a third generation networked SCADA system as described by Sajid [6]. A third-generation network site, as shown in Fig.1, does not have full cloud connectivity, but it is still able to transmit local data to a cloud infrastructure. A synonymous architecture would be systems that have historian software with remote server hosting and own a central datacenter.

The required data to be transmitted from the wind site to the SCADA system is divided in four categories:

* Substation data (statuses, alarms, meters, etc.)
* Weather tower / Meteorological data
* Turbine data
* Production data

The wind site communication system used at the test sites is represented in Fig. 2. A data concentrator collects the data from multiple sources. The wind turbines and weather towers are connected to the substation using fiber optic connection. The wind turbines are then connected to a proprietary server which is connected to the data concentrator or directly connected to the substation network. In addition, the data concentrator collects the information of intelligent electrical devices (IED’s) such as meters, protection equipment and power quality modules. The collected data will be subsequently published to different data clients such as distribution grid SCADA, historian servers and local (Human Machine Interface) HMI. Modern wind turbines record more than 1000 variables at intervals of 50ms to 10 min. by means of their SCADA system. [1] This paper will only focus on data from the wind turbines and ignore results for secondary data sources.

1. General Representation of SCADA system generations
2. Typical Windfarm communication archtictecture

## Wind Site Communication

The SCADA server provides a way for users to extract real-time data from the system in order to analyze and record the data. The protocol used to expose this data can be any of the standard Industrial Control System(ICS) protocols, such as DNP3, OPC, Modbus, etc.

The common protocols used at wind sites are Modbus and OLE for Process Control (OPC). Modbus is a register-based protocol that is open and easy to implement. Many industrial control sensors and remote terminal units (RTU’s) utilize this protocol. Modbus protocol is typically seen on substation and met tower data sources. When it comes to SCADA technologies wind turbine data is typically provided to the user through the OPC protocol. This paper will focus on the OPC protocol standard. Other communication protocols such as DNP3,60870.5 will not be reviewed because of its minimal adoption at the wind sites used for testing. [7]

An OPC Connection requires an OPC client, an application that allows a user to connect to a local or remote OPC server and browse the tags. The browsable group allows settings that can affect the collection of the data. Update Rate, Percent Deadband , Async/Sync , Time Bias . By focusing on these group setting changes to the capture of the data can be affected. Intrinsic data quality measurements can suffer if these settings are not tuned properly.

# Data Quality Methods

Defining data quality rules can be arbitrary or specific to the end user. According to the survey’s reviewed on the topic the paper proposes five dimensions of data quality that is pertinent to the domain of wind site data. [5] The dimensions are defined by describing the properties that the dimensions try to address when dealing with the dataset.

Given a time series where is the length. is a collection where is the number of time series sets in the dataset. The SCADA system channels are timeseries data, . The entire collection of channels would then be given as .

| Data Quality Dimension Definitions | | |
| --- | --- | --- |
| Data Quality Dimension | Properties | Description |
| Connectivity | Infrastructure, Application, Site | Measure of source availability while collecting data |
| Completeness | Critical Data, Dark Data, Data Leakage | Measure of data collected from a specified data set |
| Timeliness | Processing Latency, Synchronization | Data synchronized across all sources in spite of time stamp capture or system error |
| Accuracy | Sampling Resolution, Precision, Filtering | Measure of how accurate the data captured represents the generated data (in time and value) |
| Consistency | Batching, Smooth Variance, Presentation | Measure of data collected from a specified data set over time |

# Data Connectivity

## Methodology

The connectivity of the data is often seen as a trivial step, measuring the data source’s ability to provide information when requested. Typical faults that would interfere with this capability are identified and rectified by the user. The problem occurs when the faults are intermittent, seasonal, or indicative of system degradation. Utilizing protocols that are fault aware and provide error codes can help facilitate a “Connectivity” metric for a channel of data over time. It can be aggregated to the wind turbine level and even to the wind site level.

A data connectivity metric can be used as a measure for quickly identifying data loss at a channel level, turbine, or site level. Each of these levels can be indicate different fault modes for the wind site.

A “Good” or “Bad” value can be assigned to each channel then a sliding threshold can be placed to assess how many “Bad” channels of data would constitute a “Bad” wind turbine as far as connectivity is concerned. This paper proposes utilizing a percentage for Connectivity at the turbine level that can later be leveraged for setting thresholds as the user needs. The channel data may be providing sensor data that can be seen as invalid if most of the turbine data is no longer connected. [9]. Given is a collection where is the number of channels and , take to indicate any sample in time as a snapshot.



## Application

The wind sites used for applying the methodology contained OPC servers that provided the real time data from the SCADA. Each channel from the OPC server contains a quality code property that was used to identify if the channel was “Good” or “Bad”. The OPC quality code is made up of 16 bits. The high 8 bits are available for vendor specific use and should be all 0's when not used. The low 8 bits are broken into three sections. The first two bits can pass the meaning Good, Bad or Uncertain. Using the OPC error codes the connectivity of the channel can be verified through an exception-based process. Note that even if the channel is available some of the errors can still occur indicating a warning or even used for predicting system degradation.

The extensive errors that can occur can be used to break down various categories of errors. In practice the complications of adding and managing new connection categories is not tenable across multiple SCADA technologies and could introduce false positives if the error properties are not properly supported during commissioning. To bypass these issues the error codes where binned into either “Good” or “Bad”.

The activation function,that utilizes the error codes is described as an algorithm. The condition of all the channels is resolved using the algorithm and the final activation value would result in a 1 or a 0. The average would then be calculated using the formula described in (1) for the connectivity metric percentage.

| Algorithm: GetConnectivity |
| --- |
| **input:** opc\_error\_code  bitmask\_good = 0x03;  if ((opc\_error\_code & bitmask\_good) > 0)  **return** 1;  else  **return** 0; |
| Algorithm: GetTurbineConnectivity |
| **input:** channels  sum=0;  total= channels.length;  for(i=0; i < channels.length; i++)  total+= GetConnectivity(channels[i].opc\_error\_code);  end  **return** ((sum/total) \* 100); |

* *Data Connectivity:* A percentage, 0% to 100%
* *Practical Definition*: Number of “Good” data channels at a given turbine over the total number of channels registered at a given turbine. Where “Good” is defined by the first two bits of the OPC quality code provided for that channel.

| OPC *Error Code* | |
| --- | --- |
| ***OPC Error Code*** | ***Description*** |
| OPC\_E\_BADTYPE | The passed data type can not be accepted for this item from server |
| OPC\_E\_BADRIGHTS | The Item is not having either Readable or writable access rights |
| OPC\_E\_RANGE | The value was out of Range |
| OPC\_E\_INVALIDHANDLE | Clients Item handle is invalid when requested to server |
| E\_NOINTERFACE | The possible version conflict between the OPC DA server version and OPC Client version while communicating |
| OPC\_E\_UNKNOWNITEMID | The Item ID is not part of OPC Namespace in the OPCDA server |
| OPC\_E\_INVALIDITEMID | The client requested item Name has invalid convention (for ex some invalid characters) |
| OPC\_E\_DUPLICATENAME | Trying to add a group which is already present in server |
| OPC\_E\_NOTSUPPORTED | If a Client attempts to write any value, quality,timestamp combination and the server does not support the requested combination(which could be a single quantity such as just timestamp), then the server will not perform any write and will return this error code |
| E\_OUTOFMEMORY | Not Enough memory to complete the requested operation. This can happen any time the server needs to allocate memory to complete the requested operation |
| OPC\_S\_CLAMP | The Value was accepted but was clamped |
| E\_INVALIDARG | An invalid argument was passed(like when client requests data to server the argument of dwcount should be >0 but if dwcount=0 then this error code will be returned |
| CONNECTION\_E\_CONNECTIONT | The client has not registered it communication channel with server for the data updation |
| OPC\_E\_DEADBANDNOTSUPPORTED | The dead band is not supported by the server |
| OPC\_S\_UNSUPPORTABLERATE | Server does not support requested rate,server returns the rate that it can support in the revised sampling rate |
| OPC\_E\_NOBUFFERING | The server does not support buffering of data items that are collected at a faster rate than a group update rate |
| OPC\_E\_UNKNOWNPATH | The Item’s access path is not known to the server |
| OPC\_S\_INUSE | The operation cannot be performed because the object is being referenced |

## Summary

Connectivity can be a simple measure of a prebuilt indicator for each channel at the wind site. Several GE wind sites where presented as using OPC for the SCADA data. The OPC protocol was explored and utilized to build a method of calculating the connectivity of a single channel. The single channel values where aggregated to eventually provide a connectivity metric at the turbine level.

# Data Completeness

## Methodology

The completeness metric can be used to verify that all the channels that should exist from a wind turbine are available at the turbine. This metric is meant to provide the end user with a catalog of channels they are able to access from the wind turbine. The standard provided by the IEC 61400-25 attempts to provide a hierarchy of logical nodes that can describe the segments of a typical wind turbine. [8] The standardization of wind turbine naming topology can help create a catalog of channels of data the end user would ultimately need.

The method to provide a “Completeness” metric can begin by having the end-users commit to a “critical” tag list. The logical nodes that where most critical to the users where identified using the IEC standard naming. The critical tags can now be used to create a percentage of what would be available at the wind turbine level. Similar to the connectivity metric this completeness metric can be aggregated to the wind site level.

1. IEC 61400-25 Logical Nodes for Wind Turbine Components

## Application & Results

A script was created that would take a list of “critical tags” and then try to identify if these critical tags were available on a particular wind turbine. The percentage was used to create a site average percentage. There where complications when implementing this methodology at ten different wind sites with GE technology wind turbines.

* *Data Completeness:* A percentage, 0% to 100%
* *Practical Definition*: Number of user-defined critical channels of data that are available at a wind turbine over the total number of critical channels.

The report brought to light many challenges in trying to create a Data Completeness metric for disparate systems, and even for similar systems.

* IEC Standard is not adopted by many SCADA manufacturers. Definition of the channels from the critical tag list required researching OEM manuals; SCADA Versions: WindSCADA 10.0,11.0, 12.0, 14.0 & Controller Types: MarkVI, Bachmann.
* Wind turbine software was not same across wind turbines at the same wind site, leading to different and unknown channels that are missing.

1. Completeness metric acros multiple sites that supported critical tags requested by user.

| Wind Site Data Completeness Metric Report | | | |
| --- | --- | --- | --- |
| ***Site*** | ***Number of Turbines*** | ***Total Number of SCADA Tags*** | ***Wind Site Data Completeness*** |
| #1 | 37 | 8030 | 79% |
| #2 | 87 | 4618 | 79% |
| #3 | 72 | 5408 | 82% |
| #4 | 26 | 1152 | 82% |
| #5 | 45 | 86800 | 82% |
| … | … | … | … |
| #76 | 33 | 26680 | 93% |

## Summary

In conclusion the report was useful to identify gaps in SCADA configuration and Wind Turbine software. The fact that there were no sites that provided a 100% matching of the critical tags indicated a gap in the request by the user for a channel of data that may not exist or is misidentified. This is important and usable in anomaly detection because during normal operations the wind turbine controller software can be upgraded or modified. When the controller software is changed the channels available to the user on the SCADA would also change. When machine learning models are replicated to other systems an audit of the available channels can be used to see if the assumed features still exist for the model to be successful [11].

# Data Timeliness

## Methodology

The Data Timelines metric is meant to track any statistically significant drift in the length of time or a change to the reported timestamp of a channel of data. All of the data collected at the wind site can be read from the single SCADA software as the source of the data. Since this is ultimately the same as reading all of the data from a single sensor, the possibility of the entire SCADA system or logging software to introduce delays is possible. A method of increasing robustness would be to introduce more sensors such as a secondary source for the same measurement. [9]

Given multiple channels of timeseries data , and to represent sensor readings from two different sources. To track the drift between these two sensors a deviation metric can be created over a given time window. Timeliness would then be a metric of how much drift occurs for a given channel as a deviation metric then averaging it across all channels for a single turbine.

## Application

Wind sites will typically have a power meter that measures the output of the site. This power meter allows the SCADA software to control the output by regulating the setpoint of each wind turbine. This Wind Farm Management System (WFMS), can accurately determine what the site output should be. There are also power meters at each of the wind turbines that relay the power data to the SCADA software. The SCADA software is also providing the site power measurement to the user. There could be a latency between the power reading from the SCADA software and the power reading from the power meter. The power meter is usually calibrated to provide an accurate measurement, so if the two readings begin to drift from each other it would be indicative of power meter calibration error or an artificial latency affecting the channel from the SCADA software.

The report shows a comparison of the SCADA active power reading and the sites meter active power reading, using a statistical sampling method.

* *Data Timeliness:* A percentage, 0% to 100%
* *Practical Definition*: Percent deviation from a running average created by taking the difference between two channels of the same data (such as site active power) that come from different sources.

The power metric from the wind site was chosen at the meter and compared to the power provided by the SCADA. A deviation metric was taken over several days. The two channels where measured across different events. A disconnected event shows the deviation between the signals. The deviation between the signals grows over time. The deviation can be tracked as a rate of change. (2)



| Wind Site Data Completeness Metric Report | | |
| --- | --- | --- |
| **Average** | **Count** | **Standard Deviation** |
| -16.662278 | 2810 | 23.2856983 |

1. Deviation of site meter MW and substation site MW

## Summary

The data quality metric for timeliness should focus on detecting any deviations between the data source from other sensors. The power meter can be used as a benchmark to detect deviation.

# Data Accuracy

## Methodology

The Accuracy in the data involves two major components, the Resolution of the data that deals with the time dimension and the Precision of the data that deals with the space dimension. The resolution can be measured by performing an analysis over many snapshots at an arbitrary window size. Choosing a window size of 1 minute helps to standardize the unit of measure when discussing resolution. As discussed in other sections of the paper the limitation of data points is usually the update rate that limits changes of a value typically to 1 second. This change rate would make it reasonable to measure resolution in minutes. Resolution metric must be identified statistically across many sites by benchmarking against high frequency channels/tags of a high-res site.

### Implement a “High Frequency” Channel :

A high frequency channel is a channel from the SCADA system that is constantly changing close to the limit of the transfer rate for the system. A downstream timestamp can be used to measure changes per second. This measurement can fluctuate based on infrastructure limitations such as protocol packet transmission times. It would only measure a single channel and not provide insights to resolution of other sensors effected by infrastructure downstream of the collection point.

### Benchmarking with a “High Frequency” Channel: Choose top channels with highest frequency for benchmarking the capability of all channels for the SCADA software. Continuous capture of the data would be ideal but in practice it becomes very time consuming and resource intensive when the data becomes very large. A statistical approach. Take = 100 discrete uniformly distributed values of the resolution metric (points/min) of a high frequency channel over the course of 24 hours (1440 min.). Let be the resolution sample taken at a minute, for a given channel, .



## Application

Set a tolerance for the channel frequency benchmark and compare deviation from norm when grading similar channel/tag at other sites.

1. Average data points per minute, showing resolution of critical SCADA tags averaged over all wind turbines at a running wind farm

## Summary

The wind sites in practice did not have a channel that could be used to measure the performance of the SCADA in providing consistent high-res data. The channel that changes at a sub second level as a constant timer is needed for this type of metric. The approach that was taken ,was to take historical performance of a top channels that seem to be changing at high frequency and use it to measure the SCADA’s resolution performance as a whole. The method is not as inclusive or precise but can be sufficient given enough samples and statistical variance when selecting the data. The average resolution can be used for the DQ Accuracy metric as a primary indicator. Consideration should be taken into using methods that also vet the precision of the data using data type discovery.

# Data Consistency

## Methodology

The consistency of the data is similar to server uptime metrics. Where the data quality metric would be most effective should be considered. Measuring SCADA server uptime is not ideal in this case because it is only looking at the hardware performance [12]. An indicator that is closer to the end users’ consumption needs should be considered. The proposed method is to take the measurement at the source of record for the data. By analyzing the data contextually over an arbitrary period of time the data can be provided an “uptime” metric as a percentage. This metric can be used as the primary indicator for Data Consistency.

A secondary indicator would be if there is unwanted sparseness in the data set. These sparse data behaviors can be corrected through generating synthetic time series to augment the data [13]. Gaps in the data set can also be measured through data quality metrics like connectivity and accuracy. The sparseness of a data set can be analyzed in many ways so the consistency metric will be focused on just the ability to capture the data stream consistently over a period of time.

## Application & Results

A “health” tag was artificially generated and programmed to deliver a value every minute to the database. A simple query of all health tag data would result in a count over the time window of 30 days. The count could be considered uptime in minutes. The uptime in minutes was divided by the 30 days to create an uptime percentage. This process reduced processing time and was an efficient way to calculate uptime across many sites.

The process ran as a script that queried the database and calculated the uptime percentage for 100 different wind sites. The report accurately showed sites that were not available during the 30-day period as 0%. The report also revealed a crucial gap in performance indicating that data records for the channel were missing at least 20% of the time on average. (See Fig.5)

1. Uptime percentage over the course of 30 days at a 1-minute resolution. Measured by historical data across 100 different wind sites.

After investigation of the uptime performance the historical storage system used was diagnosed to be under large amounts of strain. The database was reporting multiple system errors that prevented the writing of messages into the database over the same time period the report was taken.

1. Metric indicating the writes to the database that stores all messages from all windsites (top). System error events occurring, indicative of write failures and possible lost data resulting in impact to uptime (bottom).

## Summary

In conclusion the consistency of the data can be primarily measured by uptime. The application of a tag that can provide 1-minute data was helpful in identifying an issue resulting in loss of data. Using a “ideal” value that is recorded at a consistent frequency allows for an efficient query to pull back the uptime metric across a large set of sites for a large period of time.

Further considerations should be considered when trying to provide a Data Quality metric for Consistency because the uptime metric does not account for data sparsity.

# Conclusion

The paper has reviewed typical infrastructure of a wind site and has focused on wind site that are collecting more data into remote systems like the Cloud. These new data sets can be larger than traditional operational data and require cleansing by subject matter experts. The data cleansing can be assisted by deigning data quality rules that vet the incoming data and assist data scientists, and other end users in utilizing the large data sets. The author focuses on five different forms of data quality, known as dimensions.

Connectivity was a DQ dimension that was measured by using existing codes from the typical protocols used at the site. Other methods to aggregate the connectivity was also discussed in order to view the metric at a turbine or even a site level.

Completeness was defined by utilizing the requests of the end-user and leveraging the IEC standard that categorized critical components of the wind turbines. These critical channels where used as a list of information that can be measured by reports. The paper reviewed an extensive report across seventy different wind sites measuring how the wind sites met the user requests. Caveats and challenges where found in the nature of the SCADA software and the Turbine controller software. Proving that this is not at simple as it may seem at first glance.

Accuracy of the data can be multi-faceted but the metric was built around the resolution of the data captured. An efficient method would have been to utilize a channel that is constantly moving at a the highest resolution possible, but in practice these signals are not available. The approach taken was to benchmark performance of each site over time and track deviation in that performance.

Timeliness is a vauge term but was used to determine any drift or deviation of a signal due to infrastructure or software noise in the form of time delays. The approach taken was to watch the deviation of two channels tied to the same sensor measurement and determine if there is a phase shift of the data. The perecent change of the deviation would be the timeliness metric for the channel. It would then be able to be aggreagated across all channels for that turbine to determine the drift in the overall data for the turbine.

Finally, consistency was analyzed as a measurement of uptime similar to how server’s are measured. Utilizing heart beat values that are published every minute, the uptime measurement led to a direct indicator of data recording issues.

All of these data quality rules have been proven on real wind sites and are baked into the data collection pipelines that support the delivery of data to the end-users. These DQ metrics are ways to improve the understanding of the data but can also be used to augment and correct the data that can be considered “Bad’ quality. These efforts are to be explored and implemented practically to vet the feasibility.
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